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Abstract

We present a reduced basis stochastic Galerkin method for partial differential equations with random
inputs. In this method, the reduced basis methodology is integrated into the stochastic Galerkin
method, resulting in a significant reduction in the cost of solving the Galerkin system. To reduce the
main cost of matrix-vector manipulation involved in our reduced basis stochastic Galerkin approach,
the secant method is applied to identify the number of reduced basis functions. We present a general
mathematical framework of the methodology, validate its accuracy and demonstrate its efficiency
with numerical experiments.

Keywords: PDEs with random data, reduced basis, generalized polynomial chaos, stochastic
Galerkin method.

1. Introduction

In the past decades, there has been rapid development in efficient numerical methods for solving
partial differential equations (PDEs) with random inputs. This explosion of interest has been driven
by the need to conduct uncertainty quantification for modeling realistic problems, such as diffusion
problems and acoustic scattering problems. The sources of uncertainty for these problems typically
arise from a lack of knowledge or measurements of realistic model parameters, such as permeability
coefficients and refraction coefficients.

It is of great interest to compute the mean and variance of solutions for PDEs with random
inputs. To this end, a lot of efforts are made. One of the simplest ways to deal with this problem
is the Monte Carlo method (MCM) and its variants [1, 2]. In MCM, large number of realizations
of the random inputs are generated based on their probability density functions. For each real-
ization, the associated deterministic problem can be solved by available numerical schemes. The
mean and variance of the stochastic solution can then be approached by the statistical information
obtained from these solutions to the deterministic problems. While the MCM is straightforward
to implement, the convergence of solution statistics is relatively slow, typically requiring numerous
realizations.
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To improve the efficiency of sampling based methods, the stochastic collocation method (SCM)
based on sparse grids is developed in [3] (and a comprehensive review can be found in [4]). After
that, the reduced basis collocation method (RBCM) is proposed in [5], which significantly reduces
the computational costs associated with collocation methods without loss of accuracy. Meanwhile,
reduced basis methods are actively developed for solving PDEs with random inputs [6, 7, 8, 9].
Notably, efficient preconditioning techniques for reduced basis methods are developed in [10].

An alternative efficient approach for handling PDEs with random inputs is the stochastic
Galerkin method (SGM) [11, 12, 13]. In stochastic Galerkin methods, the stochastic solution is
represented by a finite expansion of trial basis functions, and the expansion coefficients can be
obtained by solving a linear system resulting from the Galerkin projection. The trial functions
primarily include polynomial chaos (PC) [11], generalized polynomial chaos (gPC) [13, 12], piece-
wise polynomial bases [14], multi-element generalized polynomial chaos (ME-gPC) [15, 16], and
dynamically bi-orthogonal polynomials [17, 18, 19, 20]. In this work, we mainly focus on the gPC
approach for the stochastic solution.

Designing efficient solvers is a crucial and challenging problem when dealing with the stochastic
Galerkin method, as it often leads to a large coupled linear system. Various iterative solvers such as
the mean based preconditioning iterative method [21], the reduced basis solver based on low-rank
approximation [22], and the low-rank iterative methods [23], have been extensively studied. In
this work, we develop a reduced basis stochastic Galerkin method (RBSGM) that integrates the
reduced basis methodology into the stochastic Galerkin method, resulting in a significant reduction
in the cost of solving the Galerkin system. To further minimize the primary computational cost in
our RBSGM, which encompasses matrix-vector manipulations throughout the iterative procedure,
we employ the secant method to ascertain the optimal number of reduced basis functions. While
the reduced basis method for physical approximation in stochastic Galerkin methods has been
previously explored in [24], our contribution lies in presenting a systematic procedure that integrates
the reduced basis methodology into the stochastic Galerkin method. This approach leads to a
substantial reduction in the computational cost associated with matrix-vector multiplications.

The outline of this work is as follows: In Section 2, we describe the PDE formulation considered
in this study, introduce the stochastic Galerkin method, and discuss the iterative method used
for solving the stochastic Galerkin system. In Section 3, we present our reduced basis stochastic
Galerkin method. Section 4 provides the numerical results, and Section 5 concludes the paper.

2. Problem setting and stochastic Galerkin method

This section describes the PDEs with random inputs considered in this study, introduces the
stochastic Galerkin method, and discusses the iterative method used for solving the stochastic
Galerkin system.

2.1. Problem setting

Let ξ = [ξ1, . . . , ξm]T be an m-variable random vector. The image of ξi is denoted by Γi, and
the probability density function of ξi is given by ρi(ξi). If we further assume that the components
of ξ, i.e., ξ1, . . . , ξm, are mutually independent, then the image of ξ is given by Γ = Γ1 × · · · × Γm,
and the probability density function of ξ is given by ρ(ξ) =

∏m

i=1 ρi(ξi).
In this work, we consider the following partial differential equations (PDEs) with random inputs,

which are widely used in modeling steady state diffusion problems [13] and acoustic scattering
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problems [25, 26]

{

−∇ · [a(x, ξ)∇u(x, ξ)]− κ2(x, ξ)u(x, ξ) = f(x) ∀(x, ξ) ∈ D × Γ,

b(x, ξ, u(x, ξ)) = g(x) ∀(x, ξ) ∈ ∂D × Γ.
(1)

Here b is a boundary operator, f is the source function and g specifies the boundary condition.
Both a(x, ξ) and κ(x, ξ) are assumed to have the following form:

a(x, ξ) =

m
∑

i=0

a0(x)ξi, κ(x, ξ) =

m
∑

i=0

κi(x)ξi, ξ0 = 1.

Note that we denote 1 as ξ0 for simplicity. The problem (1) is a diffusion equation when κ(x, ξ) ≡ 0
and a Helmholtz equation when a(x, ξ) ≡ 1.

To simplify the presentation, we assume that the problem (1) satisfies the homogeneous Dirichlet
boundary condition. However, it should be noted that the approach can be straightforwardly
extended to handle non-homogeneous boundary conditions.

2.2. Variational formulation

To introduce the variational form of (1), some notations are required. We first consider the
Hilbert space

L2(D) :=

{

v : D → C

∣

∣

∣

∣

‖v‖L2 < ∞

}

,

of square integrable functions equipped with the inner product

〈u, v〉L2 =

∫

D

v∗u dx,

and the norm
‖v‖L2 :=

√

〈v, v〉L2 .

Moreover, let
H1

0 (D) :=
{

v ∈ H1(D) | v = 0 on ∂DD

}

,

where H1(D) is the Sobolev space

H1(D) :=
{

v ∈ L2(D) , ∂v/∂xi ∈ L2(D), i = 1, . . . , d
}

.

Next, we define the Hilbert space

L2
ρ(Γ) :=

{

v(ξ) : Γ → R

∣

∣

∣

∣

‖v‖2L2
ρ
< ∞

}

,

which is equipped with the inner product

〈u, v〉L2
ρ
=

∫

Γ

ρ(ξ)v∗(ξ)u(ξ) dξ,

and the norm
‖v‖L2

ρ
:=

√

〈v, v〉L2
ρ
.
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Following [14], the tensor product space of L2(D) and L2
ρ(Γ) is defined as:

L2(D)⊗ L2
ρ(Γ) :=

{

w(x, ξ)

∣

∣

∣

∣

w(x, ξ) =

n
∑

i=1

ui(x)vi(ξ), ui(x) ∈ L2(D), vi(ξ) ∈ L2
ρ(Γ), n ∈ N

+

}

,

which is equipped with the inner product

〈w1, w2〉L2⊗L2
ρ
=

∫

Γ

∫

D

ρ(ξ)w∗

2w1dx dξ.

Then, the variational form of (1) with respect to the inner product 〈·, ·〉L2⊗L2
ρ
can be written as:

∫

Γ

∫

D

ρ(ξ)
[

a∇u · ∇w∗ − κ2uw∗
]

dxdξ =

∫

Γ

∫

D

ρ(ξ)fw∗dxdξ, ∀w ∈ L2(D)⊗ L2
ρ(Γ). (2)

2.3. Discretization

To obtain the discrete version of (2), we need to introduce a finite dimensional subspace of
L2(D) ⊗ L2

ρ(Γ) and find an approximation lies within it. Given subspace of the physical and the
stochastic spaces

Vh = span {vs(x)}
Nh

s=1 ⊂ H1
0 (D), Sp = span {Φj(ξ)}

Np

j=1 ⊂ L2
ρ(Γ),

where h is the mesh size of the physical space and p is the order of generalized polynomial chaos
(gPC) of the stochastic space, the finite dimensional subspace of L2(D)⊗L2

ρ(Γ) can be defined as:

Whp := Vh ⊗ Sp = span
{

vs(x)Φj(ξ)
∣

∣ s = 1, . . . , Nh and j = 1, . . . , Np

}

.

In this work, the basis functions {vs(x)}
Nh

s=1 are taken to be the standard trial (test) functions

of finite element approximations. Meanwhile, {Φj(ξ)}
Np

j=1 are taken to be the generalized polyno-

mial chaos (gPC) basis, which consists of the orthonormal polynomials with respect to the inner
product 〈·, ·〉L2

ρ
, i.e.,

〈Φj(ξ),Φk(ξ)〉L2
ρ
=

∫

Γ

ρ(ξ)Φj(ξ)Φ
∗

k(ξ) dξ = δjk,

where δjk is the Kronecker delta function. As usual, {Φj(ξ)}
Np

j=1 consists of orthonormal polynomials
with total degrees up to p, and p is referred to as the gPC order. Then the dimension of Sp is given
by Np = (m + p)!/(m!p!), , where m is the number of random variables. For more details about
gPC, the readers can consult Refs. [4, 12].

Suppose that uhp(x, ξ) is an approximation of u(x, ξ) that belongs to Whp, i.e.,

uhp(x, ξ) =

Np
∑

j=1

Nh
∑

s=1

ujsvs(x)Φj(ξ). (3)

By restricting the test functions in the weak form (2) to Whp, we have

∫

Γ

∫

D

ρ(ξ)
[

a∇uhp · ∇w∗ − κ2uhpw
∗
]

dxdξ =

∫

Γ

∫

D

ρ(ξ)fw∗dxdξ, ∀w ∈ Whp.
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This gives rise to a linear system
Au = b, (4)

where uT = [uT
1 , . . . ,u

T
Np

], uj ∈ RNh×1, uj(s) = ujs and

A =

m
∑

i=0

Gi0 ⊗Ai −

m
∑

i=0

m
∑

j=0

Gij ⊗Bij , b = h⊗ f . (5)

In (5), Gij ∈ RNp×Np and h ∈ RNp×1 only depend on the basis functions in the stochastic space.
Therefore, they are referred to as the stochastic Galerkin matrices and vector. They are given by

Gij(l, n) =

∫

Γ

ρ(ξ)ξiΦl(ξ)ξjΦ
∗

n(ξ)dξ, h(l) =

∫

Γ

ρ(ξ)Φl(ξ)dξ, ξ0 = 1,

where i, j ∈ {0, 1, . . . ,m} and l, n ∈ {1, 2, . . . , Np}.
On the other hand, the matrices Ai, Bij and the vector f are given by

Ai(s, t) =

∫

D

ai(x)∇vs(x) · ∇v∗t (x)dx, Bij(s, t) =

∫

D

κiκjvsv
∗

t dx, f(s) =

∫

D

fv∗sdx, (6)

where i, j ∈ {0, 1, . . . ,m} and s, t ∈ {1, 2, . . . , Nh}. It is clear that Ai, Bij and f only depend on
the basis functions in the physical space and the coefficients ai(x), κi(x).

Once the unknowns are solved through (4), the approximation uhp(x, ξ) can be easily recon-

structed by (3). Since {Φj(ξ)}
Np

j=1 is orthonormal, the mean and the variance of uhp(x, ξ) are given
by

E[uhp] =

Nh
∑

s=1

u1svs(x), V[uhp] =

Np
∑

j=2

Nh
∑

s=1

(ujsvs(x))
2.

2.4. Iterative methods

The coefficient matrix A in (4) is usually a block-wise sparse matrix [27, 28]. Note that the
size of matrix A in (4) is NhNp, where Nh is the number of degrees of freedom (DOF) used in
the spatial discretization, and Np is the number of basis used in the stochastic space. To achieve
a high accuracy approximation, both Nh and Np are often very large, resulting in a large sparse
linear system that needs to be solved. In this section, we discuss iterative methods for this kind of
linear systems. In particular, we focus on Krylov subspace methods [29, 30], which are based on
the projection of the linear system (4) into a consecutively constructed Krylov subspace

Kn(A, r(0)) = span{r(0),Ar(0),A2r(0), . . . ,An−1r(0)},

where
r(0) = b−Au(0).

and u(0) is an initial approximation.
In Krylov subspace methods, we usually need to compute the matrix-vector products of the

form Ax and/or ATx. Since the coefficient matrix has a Kronecker products structure, the matrix-
vector products can be computed efficiently without explicitly assembling the coefficient matrix. To
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demonstrate this, we introduce the vec operation [29]. If X ∈ Rm×n, then vec(X) is an mn-by-1
vector obtained by “stacking” the columns of X, i.e.,

vec(X) =







X(:, 1)
...

X(:, n)






,

where X(:, j), for j = 1, . . . , n, represents the j-th column of X. Then the matrix-vector product
in the iterative methods can be rewritten as:

Ax =





m
∑

i=0

Gi0 ⊗Ai −

m
∑

i=0

m
∑

j=0

Gij ⊗Bij



x = vec





m
∑

i=0

AiXGT
i0 −

m
∑

i=0

m
∑

j=0

BijXGT
ij



 , (7)

where vec(X) = x and X ∈ RNh×Np .
Preconditioning is another key ingredient for the success of iterative methods in solving the

linear system (4). Instead of solving the original problem (4), we solve the preconditioned problem

AP−1y = b, with u = P−1y,

where the nonsingular matrix P is called a preconditioner. A lot of preconditioners that exploit
the structure of the linear system are developed (see, for example [21, 31, 32]). In particular,
the mean based preconditioner is popular due to its non-intrusive nature. Denote the mean value
of ξ by ξ(0), and the identity matrix by I, the mean based preconditioner is constructed based
on the deterministic version of problem (1) associated with the realization ξ(0). Let Aξ(0) denote

the discrete version of the differential operator associated with ξ(0) in (1), then the mean based
preconditioner is given by P = I ⊗Aξ(0) . In this work, the mean based preconditioner is used in
the iterative solvers to improve the efficiency.

The main criterion for selecting an iterative method is the knowledge of the coefficient matrix
properties. For example, if A is symmetric positive definite, the conjugate gradient (CG) method is
the best choice; otherwise, we should use generalized minimal residual (GMRES) method or other
iterative methods. For more about this topic, the readers can consult Refs. [33, 34].

3. The reduced basis stochastic Galerkin method

In Section 2, we introduce the framework of the stochastic Galerkin method. As we have
mentioned, the stochastic Galerkin method will lead to a linear system with coefficient matrix
represented as Kronecker products. The number of unknowns is Nh ×Np, where Nh is the DOF in
the physical space, and Np is the DOF in the stochastic space.

In practical implementation, Nh is large if the spatial mesh is sufficiently fine so that the error
in the physical space is acceptable. On the other hand, since Np = (m+p)!/(m!p!), the DOF of the
stochastic space is also large if the dimension of random variables is high or high accuracy is needed
in the stochastic space. This will result in an unacceptably high cost for solving the N2

h ×N2
p linear

system (4). In this section, we show that the costs can be significantly reduced by integrating the
reduced basis methodology into the iterative method.
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3.1. Reduced basis method

The variational formulation of the deterministic version of (1), associated with a given ξ, is
defined as:

∫

D

[

a∇u · ∇v∗ − k2uv∗
]

dx =

∫

D

fv∗dx, ∀v ∈ H1
0 (D).

Let Vh = span{vi(x)}
Nh

i=1 be a spatial finite element approximation space (e.g., piecewise linear or
quadratic polynomial space) of dimension Nh. The finite element method seeks an approximation
uh(x, ξ) ∈ Vh such that

∫

D

[

a∇uh · ∇v∗ − k2uhv
∗
]

dx =

∫

D

fv∗dx, ∀v ∈ Vh. (8)

Suppose that

uh(x, ξ) =

Nh
∑

s=1

us(ξ)vs(x),

then we have the following linear system

Aξuξ = f , (9)

where

Aξ =

m
∑

i=0

Aiξi −

m
∑

i=0

m
∑

j=0

Bijξiξj . (10)

Note that we define ξ0 = 1 for convenience, and Ai, Bij , i, j ∈ {0, . . . ,m} are given by (6).
For the reduced basis method (RBM), we first find an r-dimensional reduced space Qr ⊂ Vh,

where r ≪ Nh. We then seek a reduced solution u
(r)
h (x, ξ) ∈ Qr that satisfies the following equation:

∫

D

[

a∇u
(r)
h · ∇v∗ − k2u

(r)
h v∗

]

dx =

∫

D

fv∗dx, ∀v ∈ Qr. (11)

Typically, the reduced problem (11) is much smaller than the full problem (8), allowing more
efficient computation for the linear system.

Since the stochastic collocation method only requires solving the deterministic problem associ-
ated with each realization, employing RBM can significantly enhance efficiency. Furthermore, it is
important to note that in the stochastic Galerkin method, the discretization of the physical space is
independent of the discretization of the stochastic space. Therefore, RBM can also be applied to the
stochastic Galerkin method to improve efficiency. In the following, we provide detailed information
on the construction of the reduced space Qr.

Assuming that a training set Ξ ⊂ Γ is given, such that {u(x, ξ) : ξ ∈ Ξ} is accurately approxi-
mated by {uh(x, ξ) : ξ ∈ Ξ}, where uh(x, ξ) is referred to as a snapshot. The reduced space Qr is
then constructed as the span of these snapshots, given by

Qr = span{uh(x, ξ
(1)), . . . , uh(x, ξ

(r))},

where {ξ(1), . . . , ξ(r)} are chosen from the training set Ξ using a greedy algorithm.
Let {q1(x), . . . , qr(x)} be the basis of Qr, and qi be the vector of coefficient values associated

with qi(x), i.e.,
qi(x) = qi(1)v1(x) + · · ·+ qi(Nh)vNh

(x), i = 1, 2, . . . , r. (12)
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Then the linear system for the reduced problem associated with ξ is given by

QT
r AξQru

(r)
ξ = QT

r f , (13)

where Aξ and f are given by (10), u
(r)
ξ is the coefficient vector of the basis {q1(x), . . . , qr(x)}, and

Qr = [q1, . . . , qr].

By (10), (13) can be rewritten as:




m
∑

i=0

A
(r)
i ξi −

m
∑

i=0

m
∑

j=0

B
(r)
ij ξiξj



u
(r)
ξ = f (r).

where
A

(r)
i = QT

r AiQr, B
(r)
ij = QT

r BijQr, f (r) = QT
r f .

Once the reduced matrices A
(r)
i , B

(r)
ij , and the reduced vector f (r) are computed, the linear system

for each ξ ∈ Γ can be assembled with cost O(r2). It is important to note that u
(r)
ξ represents

the coefficient vector associated with the basis {q1(x), . . . , qr(x)}. Therefore, the coefficient vector

corresponding to the basis {v1(x), . . . , vNh
(x)} can be obtained by multiplying Qr with u

(r)
ξ .

Typically, the reduced space is constructed using a greedy algorithm based on an indicator. In
this study, the indicator is denoted by ∆n(ξ) for the n-dimensional RBM space. The construction
of Qr using the greedy algorithm is provided by Algorithm 1.

Algorithm 1 Greedy algorithm for construction of reduced basis space

Input: a set of candidate parameters Ξ, the RBM dimension r;
Randomly select ξ(1) ∈ Ξ as the first sample, and set n = 1;
Compute uξ(1) by solving (9) and set Q1 = uξ(1)

/

‖uξ(1)‖2;
while n < r do

for each ξ ∈ Ξ do

Compute the indicator ∆n(ξ);
end for

ξ(n+1) = argmax
ξ∈Ξ

∆n(ξ);

Compute the snapshots uξ(n+1) by solving (9);
Compute q, the orthogonal complement of uξ(n+1) with respect to Qn;
Augment the reduced basis matrix Qn+1 = [Qn, q] and set n = n+ 1.

end while

The most commonly used indicator in reduced basis methods is the residual based a posteriori
error estimator. Detailed discussions are provided in [7]. However, in this work, where only the
most important samples and their corresponding solutions are required, we employ a residual free
indicator to generate the reduced basis space. We review the residual free indicator following the
presentation in [8].

Recall that the reduced solution, denoted as u
(r)
h (x, ξ), belongs to the span of the functions

uh(x, ξ
(1)), . . . , uh(x, ξ

(r)). Therefore, we can express it as follows:

u
(r)
h (x, ξ) =

r
∑

i=1

uh(x, ξ
(i))li(ξ),

8



where the expansion coefficients li(ξ) are functions of ξ, and act as basis functions. These coefficients
satisfy the following condition:

li(ξ
(j)) = δij ,

where δij is the Kronecker delta. This means that the coefficient functions lj(ξ) are cardinal
Lagrange interpolants associated with the space of functions defined by their span. To quantify the
quality of the interpolation, we introduce the residual free indicator defined as:

∆n(ξ) =

n
∑

i=1

|li(ξ)|.

The function above is essentially the norm of an interpolation operator and is referred to as the
Lebesgue function in interpolation theory. Studies have demonstrated that the Lebesgue function
captures the behavior of the residual based a posteriori error estimator, making it highly valuable
in the selection of snapshots in the reduced basis method. Details of the residual free indicator are
presented in [8].

3.2. The reduced basis Galerkin method

Suppose Qr is a reduced basis space generated by the RBM described in Section 3. We seek a

reduced basis approximate solution u
(r)
hp (x, ξ) ∈ Qr ⊗ Sp that satisfies the following equation:

∫

Γ

∫

D

ρ(ξ)
[

a∇u
(r)
hp · ∇w∗ − κ2u

(r)
hpw

∗

]

dxdξ =

∫

Γ

∫

D

ρ(ξ)fw∗dxdξ, ∀w ∈ Qr ⊗ Sp.

Assuming that the reduced basis approximate solution u
(r)
hp (x, ξ) can be expanded as:

u
(r)
hp (x, ξ) =

Np
∑

j=1

r
∑

s=1

u
(r)
js qs(x)Φj(ξ),

where u
(r)
js represents the coefficient of u

(r)
hp (x, ξ) corresponding to qs(x)Φj(ξ). To facilitate the

presentation, we introduce the matrix U (r) and the vector u(r) as:

U (r)(s, j) = u
(r)
js , u(r) = vec(U (r)), U (r) ∈ R

r×Np .

By utilizing the relationship (12), the coefficients of u
(r)
hp (x, ξ) can be obtained by solving the

following reduced linear system:




m
∑

i=0

Gi0 ⊗A
(r)
i −

m
∑

i=0

m
∑

j=0

Gij ⊗B
(r)
ij



u(r) = f (r), (14)

where
A

(r)
i = QT

r AiQr, B
(r)
ij = QT

r BijQr, f (r) = QT
r f .

Since Qr ⊂ V , the reduced basis approximate solution u
(r)
hp (x, ξ) can also be expanded as:

u
(r)
hp (x, ξ) =

Np
∑

j=1

Nh
∑

s=1

ujsvs(x)Φj(ξ),

9



where the coefficients are given by

ujs = U(s, j), U = QrU
(r). (15)

It is worth noting that (14) has the same form as (4), but with a much smaller size. As a result, it
can be solved much more efficiently.

Now, let us consider the residual, i.e., ‖b−Au(r)‖2. By (5), (7) and (15), we have

‖b−Au(r)‖2 =

∥

∥

∥

∥

∥

∥

b− vec





m
∑

i=0

(AiQr)(U
(r)GT

i0) +

m
∑

i=0

m
∑

j=0

(BijQr)(U
(r)GT

ij)





∥

∥

∥

∥

∥

∥

2

. (16)

It is important to note that Ai, Bij , and Gij are typically sparse matrices. Since Qr ∈ RNh×r,
U (r) ∈ Rr×Np , the computational cost of evaluating (16) can be estimated as:

O ((m+ 1)(m+ 2)[Nhr +Npr +NpNhr]) ≈ O(m2NhNpr).

Based on the above descriptions, we propose a reduced basis stochastic Galerkin method, which
is referred to as RBSGM in the following. Since the required number of reduced basis functions r
is unknown, the reduced basis space is constructed adaptively in RBSGM. The relative residual

relres = ‖b−Au(r)‖2/‖b‖2 (17)

can be regarded as a function of the number of reduced basis functions r. To find an appropriate
value of r satisfying

‖b−Au(r)‖2/‖b‖2 ≤ TOL, (18)

where TOL is the desired tolerance, we define a function h(r) as the logarithm (base 10) of the
relative residual relres, i.e.,

h(r) = lg(relres), r = 1, 2, . . . ,

Obviously, (18) is equivalent to
h(r) ≤ lg(TOL). (19)

To minimize the number of times to compute relres using equation (16), it is desirable to find the
value of r satisfying (19) in as few steps as possible. In this work, we employ the secant method to
find r satisfying (19). We first compute h(r1) and h(r2), and the new value of r is determined by

r = r1 +
r2 − r1

h(r2)− h(r1)
[lg(TOL)− h(r1)] . (20)

The reduced basis stochastic Galerkin method is summarized in Algorithm 2. It should be noted
that, to ensure the robustness and efficiency of the algorithm, we increase the number of reduced
basis functions by a multiple of ns during each adaptive iteration. In our approach, we refer to the
addition of ns reduced basis functions as a stage, where ns represents the number of reduced basis
functions added in each stage.

Suppose that the new value of r is predicted using r1, r2, and (20). The number of stages st
can be determined as follows:

st = floor ((r − r2)/ns) + 1.

Therefore, in the next iteration, st · ns reduced basis functions will be added to the reduced basis
space. We use k to denote the number of reduced basis functions that have already been added in
the inner iteration. The inner iteration continues as long as k < st · ns.

10



Algorithm 2 The reduced basis stochastic Galerkin method

Input: The matrices Gij , Ai, Bij and vectors h, f , a set of candidate parameters Ξ, the RBM dimension
ns in each stage, the maximum RBM dimension nmax in total, the tolerance of the iterative method TOL;

Randomly select ξ(1) ∈ Ξ as the first sample, set n = 1, and set Q1 = uξ(1)

/

‖uξ(1)‖2;
Solve (14), compute the relative residual relres via (16)–(17), and set st = 1, r1 = 1;
while n < nmax & relres > TOL do

Set k = 0;
while n < nmax & k < st · ns do

for each ξ ∈ Ξ do

Compute the indicator ∆n(ξ);
end for

ξ(n+1) = argmax
ξ∈Ξ

∆n(ξ);

Compute the snapshots uξ(n+1) by solving (9);
Compute q, the orthogonal complement of uξ(n+1) with respect to Qn;
Augment the reduced basis matrices

Qn+1 = [Qn, q], Q
T
n+1f = [QT

n f ; q
T
f ],

AiQn+1 = [AiQn,Aiq], BijQn+1 = [BijQn,Bijq],

Q
T
n+1AiQn+1 =

[

QT
nAiQn QT

nAiq

qTAiQn qTAiq

]

, Q
T
n+1BijQn+1 =

[

QT
nBijQn QT

nBijq

qTBijQn qTBijq

]

;

Set n = n+ 1, k = k + 1;
end while

Solve (14), and compute the relative residual relres via (16)–(17);
Set r2 = n, predict r via (20), set r1 = r2, and set st = floor ((r − r2)/ns) + 1.

end while

return u = vec

(

QnU
(n)

)

.

4. Numerical study

In this section, we consider two problems: a diffusion problem and a Helmholtz problem. In
both problems, the approximation obtained by the stochastic Galerkin method (SGM) with a gPC
order of p = 6 serves as the reference solution. For test problem 1, we use the standard finite
element method to generate the matrices Ai and Bij , where i, j ∈ {0, 1, . . . ,m}. However, for test
problem 2, we apply the codes associated with [35] for convenience. All the results presented in
this study are obtained using MATLAB R2015b on a desktop computer with 2.90GHz Intel Core
i7-10700 CPU.

4.1. Test problem 1

In this test problem, we consider the diffusion equation:

{

−∇ · (a(x, ξ)∇u) = 1, ∀(x, ξ) ∈ D × Γ

u = 0, ∀(x, ξ) ∈ ∂D × Γ
,

11



where D = [−1, 1]2 and

a(x, ξ) = µ+ σ

m
∑

i=1

√

λiai(x)ξi

is a truncated KL expansion of random field with mean function µ = 0.2, standard deviation σ = 0.1
and covariance function

cov(x,y) = σ2 exp (−|x1 − y1| − |x2 − y2|) .

The random variables ξi are chosen to be identically independent distributed uniform random
variables on [−1, 1].

In this test problem, the gPC order is set to 5, the number of reduced basis functions in each
stage is set to 15, and the number of candidate parameters is set to 500. In Algorithm 2, we need
to solve the reduced linear system (14) during each adaptive iteration using an iterative method.
To ensure accuracy, the tolerance for the reduced linear system is typically chosen to be smaller
than TOL. In this test problem, we set TOL to 10−4 or 10−5, and the tolerance for the reduced linear
system to 10−7. Both the full linear systems (4) and the reduced linear systems (14) are solved
using the preconditioned conjugate gradients method (PCG) with a mean based preconditioner.

Table 1: CPU time for different m and Nh with ns = 15 and p = 5.

TOL Nh m = 5 m = 7 m = 10

10−4
332 4.67 (0.42) 12.57 (1.70) 40.89 (9.05)
652 5.97 (2.41) 15.39 (10.74) 52.79 (56.38)
1292 11.63 (19.14) 31.12 (93.41) 76.18 (417.95)

10−5
332 13.11 (0.58) 28.55 (2.52) 75.73 (12.40)
652 15.72 (3.30) 37.31 (13.61) 98.76 (77.58)
1292 25.49 (26.82) 63.03 (120.27) 162.88 (580.99)

In Table 1, we present the CPU time of RBSGM for different values of m and Nh. Additionally,
we provide the CPU time of SGM for the same tolerance, indicated within the brackets. The table
clearly demonstrates that RBSGM outperforms SGM in terms of efficiency when the dimension of
the stochastic space is high or when the grid in the physical space is sufficiently fine.

Table 2: CPU time for generating the reduced basis functions and their percentages of the total CPU time.

TOL Nh m = 5 m = 7 m = 10

10−4
332 4.53 (97) 11.74 (93) 30.07 (74)
652 5.83 (98) 14.25 (93) 39.23 (74)
1292 11.19 (96) 28.70 (92) 60.51 (79)

10−5
332 12.82 (98) 27.18 (95) 57.79 (76)
652 15.46 (98) 35.10 (94) 76.20 (77)
1292 24.94 (98) 59.07 (94) 129.78 (80)

12



In Table 2, we provide the CPU time required for generating the reduced basis functions, along
with their percentages of the total CPU time indicated in the brackets. It is evident that in
RBSGM, the computation for generating the reduced basis functions consumes the majority of the
CPU time, making it the main bottleneck of the proposed method in terms of efficiency. However,
the development of an efficient method to generate the reduced basis functions is beyond the scope
of this work.
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Figure 1: Relative residual with respect to the number of reduced basis functions r.

In Figure 1, we present the relationship between the number of reduced basis functions and
the corresponding relative residual. Additionally, we provide the relative residual computed dur-
ing the adaptive procedure of the RBSGM. Both the full linear system (4) and the reduced linear
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system (14) are solved using the PCG with a mean based preconditioner. The figure clearly demon-
strates that the number of reduced basis functions r is significantly smaller than the DOF in the
finite element method. Furthermore, we observe that r is primarily influenced by TOL but remains
almost independent of Nh. In the RBSGM, the relative residual only needs to be computed 5 or 6
times when TOL = 10−5. This highlights the computational efficiency of the reduced basis stochas-
tic Galerkin method, as it achieves comparable accuracy with significantly smaller computational
costs.

To access the accuracy of the reduced basis stochastic Galerkin approach, we consider the relative
errors of the mean and variance functions, which are defined through

errm =
‖E[u

(r)
hp ]− E[uref

h ]‖L2

‖E[uref
h ]‖L2

, errv =
‖V[u

(r)
hp ]− V[uref

h ]‖L2

‖V[uref
h ]‖L2

, (21)

where uref
h is the reference solution with the mesh size h in the physical domain. It is important to

note that the reference solution varies with different mesh sizes. Similarly, we access the errors of the

SGM using (21), with u
(r)
hp replaced by uhp. In this test problem, we use the approximation uhp(x, ξ)

obtained by the stochastic Galerkin method with gPC order p = 6 as the reference solution. The
reference solution is computed using the PCG with a mean based preconditioner and a tolerance
of 10−7.

Table 3: Relative errors of the mean and variance functions.

TOL Nh m = 5 m = 7 m = 10

10−4

errm

332 4.44e-07 (7.76e-07) 1.50e-06 (7.34e-06) 3.97e-06 (2.34e-06)
652 4.41e-07 (7.74e-07) 1.51e-06 (1.51e-06) 3.98e-06 (2.34e-06)
1292 4.36e-07 (7.73e-07) 1.51e-06 (1.51e-06) 3.99e-06 (2.34e-06)

errv

332 4.40e-05 (4.85e-05) 1.38e-04 (1.38e-04) 3.10e-04 (3.13e-04)
652 4.40e-05 (4.84e-05) 1.38e-04 (1.46e-04) 3.10e-04 (3.13e-04)
1292 4.39e-05 (4.83e-05) 1.38e-04 (1.46e-04) 3.10e-04 (3.13e-04)

10−5

errm

33 4.18e-07 (4.26e-07) 1.50e-06 (1.49e-06) 3.97e-06 (3.97e-06)
65 4.19e-07 (4.27e-07) 1.50e-06 (1.50e-06) 3.98e-06 (3.99e-06)
129 4.20e-07 (4.28e-07) 1.51e-06 (1.50e-06) 3.99e-06 (3.99e-06)

errv

332 4.39e-05 (4.72e-05) 1.38e-04 (1.37e-04) 3.10e-04 (3.10e-04)
652 4.39e-05 (4.72e-05) 1.38e-04 (1.37e-04) 3.10e-04 (3.10e-04)
1292 4.39e-05 (4.72e-05) 1.38e-04 (1.37e-04) 3.10e-04 (3.10e-04)

Table 3 presents the relative errors of the mean and variance functions for RBSGM. In addition,
we provide the relative errors of the SGM in parentheses for comparison. The table reveals that the
relative errors of the mean and variance functions in RBSGM are comparable to those in the SGM.
It is worth noting that, in the adaptive procedure, we solve the reduced basis linear system (14)
using the PCG with a tolerance of 10−7. This tolerance value is smaller than TOL used in this
test problem. Meanwhile, since we increase the number of reduced basis functions by a multiple
of ns = 15 during each adaptive iteration in Algorithm 2, the number of reduced basis functions
determined by the adaptive procedure may be slightly larger than that required. As a result,
RBSGM outperforms SGM in terms of accuracy for many cases in this test problem.
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Table 4: Overall relative errors of the mean and variance functions.

TOL Nh m = 5 m = 7 m = 10

10−4

errom

332 1.46e-03 (1.46e-03) 1.47e-03 (1.47e-03) 1.48e-03 (1.48e-03)
652 3.70e-04 (3.70e-04) 3.72e-04 (3.72e-04) 3.76e-04 (3.75e-04)
1292 9.43e-05 (9.43e-05) 9.52e-05 (9.52e-05) 9.71e-05 (9.60e-05)

errov

332 3.04e-03 (3.04e-03) 3.16e-03 (3.16e-03) 3.23e-03 (3.23e-03)
652 7.55e-04 (7.57e-04) 7.78e-04 (7.77e-04) 8.06e-04 (8.06e-04)
1292 1.84e-04 (1.87e-04) 2.16e-04 (2.20e-04) 3.33e-04 (3.36e-04)

10−5

errom

332 1.46e-03 (1.46e-03) 1.47e-03 (1.47e-03) 1.48e-03 (1.48e-03)
652 3.70e-04 (3.70e-04) 3.72e-04 (3.72e-04) 3.76e-04 (3.76e-04)
1292 9.43e-05 (9.43e-05) 9.52e-05 (9.52e-05) 9.71e-05 (9.71e-05)

errov

332 3.04e-03 (3.04e-03) 3.16e-03 (3.16e-03) 3.23e-03 (3.23e-03)
652 7.55e-04 (7.54e-04) 7.78e-04 (7.78e-04) 8.06e-04 (8.06e-04)
1292 1.84e-04 (1.84e-04) 2.16e-04 (2.16e-04) 3.33e-04 (3.33e-04)

In Table 3, our main focus is to compare the errors between the reduced solution (solution of
RBSGM) and the full solution (solution of SGM). The relative errors, as defined in (21), primarily
reflect the accuracy of the stochastic approximation. To further examine the overall errors, we
define the overall relative errors of the mean and variance functions as follows:

errom =
‖E[u

(r)
hp ]− E[uref]‖L2

‖E[uref]‖L2

, errov =
‖V[u

(r)
hp ]− V[uref]‖L2

‖V[uref]‖L2

, (22)

where uref represents the reference solution obtained by the SGM with a gPC order of p = 6, a
mesh size Nh = 2572 in the physical domain, and a tolerance of 10−7 in PCG. Similarly, we assess

the overall errors of the SGM using (22), with u
(r)
hp replaced by uhp.

Table 4 presents the overall relative errors of the mean and variance functions for RBSGM.
In addition, we provide the relative errors of the SGM in parentheses for comparison. The table
reveals that the overall relative errors of the mean and variance functions in RBSGM are comparable
to those in the SGM. It is evident that the overall relative errors decrease as the resolution of
the physical space increases. Furthermore, it is worth noting that the overall relative errors for
TOL = 10−4 coincide with the errors for TOL = 10−5 with an accuracy of at least 6 digits. This
observation suggests that TOL = 10−4 can provide a satisfactory level of accuracy, while decreasing
the tolerance for PCG further would not lead to a significant increase in the overall accuracy.

4.2. Test problem 2

In this test problem, we consider a stochastic Helmholtz equation

−∇2u− κ2(x, ξ)u = f(x), ∀(x, ξ) ∈ D × Γ,

with the Sommerfeld radiation boundary condition. Let the domain of interest be D = [0, 1]2 and

κ(x, ξ) = µ+ σ

m
∑

i=1

√

λiκi(x)ξi
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is a truncated KL expansion of random field with mean function µ = 4 · (2π), standard deviation
σ = 0.1µ, and covariance function

cov(x,y) = σ2 exp (−|x1 − y1|/4− |x2 − y2|/4) .

The random variables ξi are chosen to be identically independent distributed uniform random
variables on [−1, 1]. The Gaussian point source at the center of the domain is served as the source
term, i.e.,

f(x) = −e−(8·4)2((x1−0.5)2+(x2−0.5)2).

In this example, we use the perfectly matched layers (PML) to simulate the Sommerfeld con-
dition [36], and apply the codes associated with [35] to generate the matrices Ai, Bij and the
snapshots in Algorithm 1. Furthermore, the gPC order is set to 5, the number of reduced basis
functions in each stage is set to 10, and the number of candidate parameters is set to 400. In
Algorithm 2, we need to solve the reduced linear system (14) during each adaptive iteration using
an iterative method. To ensure accuracy, the tolerance for the reduced linear system is typically
chosen to be smaller than TOL. In this test problem, we set TOL to 10−4 or 10−5, while the tolerance
for the reduced linear system is set to 10−7. Both the full linear systems (4) and the reduced lin-
ear systems (14) are solved using the bi-conjugate gradient stabilized method (Bi-CGSTAB) with
a mean based preconditioner. Additionally, we use the approximation uhp(x, ξ) obtained by the
stochastic Galerkin method with gPC order p = 6 as the reference solution. The reference solution
is computed using the Bi-CGSTAB with a mean based preconditioner and a tolerance of 10−7. It
is important to note that the reference solution varies with different mesh sizes.

Table 5: CPU time for different m and Nh with ns = 10 and p = 5.

TOL Nh m = 5 m = 7 m = 10

10−4
332 4.94 (0.94) 14.84 (4.43) 56.48 (24.51)
652 6.36 (6.01) 39.34 (25.88) 158.76 (189.03)
1292 17.97 (40.99) 69.45 (213.13) 417.23 (1123.50)

10−5
332 11.24 (1.11) 43.15 (5.25) 150.57 (29.17)
652 17.56 ( 6.96) 87.36 (29.82) 337.68 (246.95)
1292 38.19 (55.98) 162.84 (281.06) 695.23 (1468.82)

Table 5 presents the CPU times of RBSGM for different values of m and Nh, along with the
CPU times of SGM indicated in parentheses for the same tolerance. The results clearly demonstrate
that RBSGM outperforms SGM in terms of efficiency when the dimension of the stochastic space
is large or when the grid in the physical space is sufficiently fine.

Table 6 presents the CPU time for generating the reduced basis functions, with the percentages
of the total CPU time provided in the brackets. In this problem, the number of non-zero matrices
in (5) is (m + 1)2 + 1, which is significantly larger than that of test problem 1. As a result,
the percentages of the computational cost associated with generating the reduced basis functions
decrease, but it still remains a substantial part of the overall computational cost in the proposed
method.

In Figure 2, we present the relationship between the number of reduced basis functions and
the corresponding relative residual. Additionally, we provide the relative residual computed during
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Table 6: CPU time for generating the reduced basis functions and their percentages of the total CPU time.

TOL Nh m = 5 m = 7 m = 10

10−4
332 4.49 (91) 11.75 (79) 28.97 (51)
652 5.47 (86) 26.00 (66) 65.58 (41)
1292 12.89 (72) 37.86 (55) 122.01 (29)

10−5
332 10.51 (94) 36.82 (85) 84.77 (56)
652 16.00 (91) 67.04 (77) 158.35 (47)
1292 30.91 (81) 115.52 (71) 311.68 (45)
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Figure 2: Relative residual with respect to the number of reduced basis functions r.
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the adaptive procedure of the RBSGM. Both the full linear system (4) and the reduced linear sys-
tem (14) are solved using the Bi-CGSTAB with a mean based preconditioner. The figure illustrates
that the number of reduced basis functions, denoted by r, is significantly smaller than the DOF
in the finite element method. Furthermore, it is observed that the value of r is influenced by the
chosen tolerance TOL but shows little dependence on the grid resolution Nh. In the RBSGM, the
relative residual only needs to be computed 5 or 6 times when using TOL = 10−5. This empha-
sizes the computational efficiency of the reduced basis stochastic Galerkin method, as it achieves
comparable accuracy with significantly fewer computational costs.

Table 7: Relative errors of the mean and variance functions.

TOL Nh m = 5 m = 7 m = 10

10−4

332 4.12e-06 (2.53e-06) 7.73e-06 (2.96e-06) 7.96e-06 (3.11e-06)
errm 652 1.22e-05 (4.86e-06) 5.06e-06 (5.21e-06) 6.52e-06 (5.40e-06)

1292 7.21e-06 (1.30e-05) 9.22e-06 (1.33e-05) 6.22e-06 (1.40e-05)
332 2.04e-05 (4.01e-05) 3.32e-05 (4.41e-05) 3.05e-05 (4.56e-05)

errv 652 4.62e-05 (1.30e-05) 1.77e-05 (1.42e-05) 2.02e-05 (1.61e-05)
1292 2.09e-05 (2.16e-05) 2.25e-05 (2.14e-05) 1.63e-05 (2.28e-05)

10−5

33 6.84e-07 (1.32e-06) 4.22e-07 (1.50e-06) 4.25e-07 (1.53e-06)
errm 65 8.01e-07 (7.25e-07) 2.87e-07 (9.95e-07) 5.69e-07 (2.52e-07)

129 5.04e-07 (7.71e-07) 4.15e-07 (8.35e-07) 3.62e-07 (1.00e-06)
332 2.83e-06 (4.17e-06) 1.67e-06 (4.75e-06) 1.24e-06 (4.98e-06)

errv 652 2.15e-06 (2.99e-06) 9.43e-07 (4.30e-06) 1.96e-06 (1.50e-06)
1292 1.90e-06 (2.02e-06) 1.08e-06 (1.47e-06) 1.10e-06 (1.60e-06)

Table 7 presents the relative errors of the mean and variance functions for RBSGM. In addition,
we provide the relative errors of the SGM in parentheses for comparison. The table reveals that the
relative errors of the mean and variance functions in RBSGM are comparable to those in the SGM.
It is worth noting that, in the adaptive procedure, we solve the reduced basis linear system (14)
using the Bi-CGSTAB with a tolerance of 10−7. This tolerance value is smaller than TOL used
in this test problem. Meanwhile, since we increase the number of reduced basis functions by a
multiple of ns = 10 during each adaptive iteration in Algorithm 2, the number of reduced basis
functions determined by the adaptive procedure may be slightly larger than that required. As a
result, RBSGM outperforms SGM in terms of accuracy for many cases in this test problem.

5. Conclusions

In this work, we develop a reduced basis stochastic Galerkin method for partial differential
equations with random inputs. In comparison to the standard stochastic Galerkin method, which
discretizes the physical space using grid based approaches, our proposed method offers improved
computational efficiency in computing the Galerkin solution, particularly when dealing with a
large number of physical degrees of freedom. While our current focus has been on efficiently
identifying reduced basis functions for the physical approximation, our future work will concentrate
on constructing effective bases for the stochastic approximation.
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