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Abstract—We present a tightly-coupled multi-sensor fusion architecture for autonomous vehicle applications, which achieves centimetre-level accuracy and high robustness in various scenarios. In order to realize robust and accurate point-cloud feature matching we propose a novel method for extracting structural, highly discriminative features from LiDAR point clouds. For high frequency motion prediction and noise propagation, we use incremental on-manifold IMU pre-integration. We also adopt a multi-frame sliding window square root inverse filter, so that the system maintains numerically stable results under the premise of limited power consumption. To verify our methodology, we test the fusion algorithm in multiple applications and platforms equipped with a LiDAR-IMU system. Our results demonstrate that our fusion framework attains state-of-the-art localization accuracy, high robustness and a good generalization ability.

I. INTRODUCTION

In recent years, the requirement for autonomous transportation and replacement of human labour has continuously pushed autonomous, Unmanned Ground Vehicles (UGVs) as an important future technology with a wide range of applications. A crucial ingredient for such systems is given by robust localization in large-scale urban environments providing precise, centimetre-level global position estimation. A common solution to this problem is given by Inertial Navigation Systems (INS) employing a Real-Time Kinetic (RTK) [16] Global Positioning System (GPS) and an Inertial Measurement Unit (IMU) [1], [23], [29]. However, Global Navigation Satellite Systems (GNSS) suffer from disruptions or signal loss due to obstruction of the sky caused for example by urban canyons [7]. One solution to this problem is given by using odometry information to compensate for sudden jumps in the GNSS measurements [7], [20], [24]. However, the performance often remains insufficient for autonomous driving related applications.

Light detection and ranging (LiDAR) [14], [26] devices come to the scope providing accurate 3 dimensional (3D) point-cloud measurements with multi-layer laser beams and fast scanning speed. The combination of LiDARs and other sensors [4], [6], [11], [12], [15], [22] is a popular strategy in odometry and mapping [21], [31]–[33]. Among those sensors, the IMU is most commonly used for LiDAR point-cloud undistortion [15], [21], [31]. An increasingly popular solution to the urban canyon problem is given by dropping GNSS measurements altogether, and by relying on a LiDAR that measures 3D scans of the environment and aligns them with a prior, geo-registered 3D map. The present paper proposes such a framework. However, most LiDAR-based localization solutions with prior point-cloud maps [8], [17], [25] assume that the road scenes are relatively constant, while new constructions, roadside vegetation, partial occlusions by dynamic objects, and adverse weather conditions may severely compromise robustness.

We present a tightly-coupled LiDAR-IMU fusion architecture for robust and efficient localization given a prior point-cloud feature map. Our method describes point-cloud types in a more detailed way, which greatly reduces the problem of mismatching. Different fusion algorithms exist. For example, learning-based methods [19], [30] have become popular in recent years. Other algorithms [2], [18], [27] use classical filters in the back end, which ensures accuracy and real-time performance. Our fusion method is an extension of SRIF [27] to LiDAR-IMU systems. SRIF permits the use of single precision representation, so it achieves a considerable improvement in computational efficiency compared against the double precision scheme on resource constrained mobile platforms.

An overview of the framework is shown in Fig.1. Our contributions are as follows:

- We propose a novel feature extraction method for LiDAR point-clouds. The utilization of these novel features enables precise registration and operation in dynamic or partially changed environments. It compares favourably against classical Iterative Closest Point (ICP) [5], [31] or Normal Distribution Transform (NDT) [3], [25] based alternatives.
- Our localization framework is built upon the Square Root Inverse Filter (SRIF) [27]. It gives our work the characteristics of numerical stability and low computational power consumption enabling real-time operation even on ARM-based platforms.
- As proven by our experimental results, our framework performs well in challenging scenarios given by a highly dynamic, drifting vehicle or localization in feature-poor scenarios. Our system also achieves better accuracy and lower computation load than the localization module of the state-of-the-art LOAM [31] framework.

Our paper is structured as follows. Section II introduces the usage of the IMU sensor as well as the details of the extraction, classification and aggregation of multiple different

\textsuperscript{*} equal contribution
types of features. Section III describes our feature map generator. Section IV introduces the maintenance of constraints within a sliding window including the establishment of correspondences between observations and the global map. Section V presents how we use the SRIF solver to obtain precise global vehicle pose estimates. Section VI finally concludes with our experimental results on multiple, real-world cases, proving the validity of our method.

II. FEATURE EXTRACTOR

The discriminative power of point-level features in LiDAR data is weak owing to the fact that LiDAR points are sparse and lack textural information. We propose the extraction of multiple line and surfel features, which are the green blocks in Fig. 1. Compared against ICP-based tracking, our higher-level feature-based tracker can alleviate computational load while improving robustness.

The 3D point-cloud is formatted as a matrix where the column index denotes the horizontal angle and the row index the vertical beam layer. The relative time $\Delta t$ of point $p_{i,j}$ (column index $i$ and row index $j$) indicates the time elapsed since the scan’s first point has been sampled, and we define the depth of $p_{i,j}$ by $\lambda_{i,j}$. With all points registered in this lattice matrix, we are ready to perform motion compensation and high-level feature extraction.

A. Motion Compensation

The LiDAR obtains point-clouds by periodic scanning of the environment. However, the LiDAR moves while capturing one scan, which distorts the captured point cloud. Undistortion consists of registering the point-cloud with respect to the same time instant. In this work, we use the IMU as an auxiliary device for relative motion estimation and motion compensation. We use a low-cost MTI-3 MEMS IMU which outputs 200 Hz dynamic measurements that are hardware-synchronized with the LiDAR via bus communication. The IMU pre-integration and LiDAR motion compensation follows the standard, pre-integration approach on the SO(3) manifold as proposed in [10] and [9].

B. Ground Plane Identification

For autonomous vehicles, typically about one third of the LiDAR’s scans are ground points, which do not provide distinctive information for the extraction, description, and tracking of features. To alleviate the complexity of the later feature extraction, we first identify the ground points with the assistance of the IMU. We get the gravity direction $\mathbf{n}_g$ of the current frame from the IMU pre-integration. We furthermore know the height $d$ of the LiDAR. With $\mathbf{n}_g$ and the height $d$ given, we identify the points on the ground plane if $d - \tau_1 < \|p_{i,j} \lambda_{i,j}\| \mathbf{n}_g < d + \tau_1$ where $\tau_1$ is a pre-defined threshold. We set it to 0.15m in our system. The ground plane is furthermore added to the pose estimation as an additional surfel constraint.

C. LiDAR Feature Extraction and Description

In order to make the system more robust in dynamic scenarios, it’s essential to extract point-cloud features and put them into correctly identified classes. We first divide the points into two classes: corner points and normal points, for which we rely on geometric properties. Instead of using curvature to define the smoothness of a point, we simply...
consider the $\arccos$ of the angle formed by the line segments between the target point and the two adjacent points. It is given by

$$
\psi_i(p_{i,j}, o = 1) = 57.3^\circ \cdot \arccos\left(\frac{(p_{i,j-o} - p_{i,j})^T (p_{i,j+o} - p_{i,j})}{||p_{i,j-o} - p_{i,j}|| \cdot ||p_{i,j+o} - p_{i,j}||}\right). 
$$

(1)

As shown in Fig. 2, the corner points are then further subclassified into one of 4 categories: left corners, right corners, single corners and normal corners. The four corner types are defined and is covered as follows:

1) **Left corner points** and **Right corner points** (cf. Fig. 2(a) and Fig. 2(b), typically found on buildings or large shelters). For a left corner point, the laser beam for example scans a building to the right of the vehicle, and only a part of the LiDAR scan will cover this building. The left-most point in the $i$th horizontal layer of the scan that is still located on the building is defined as a left corner point, denoted $p_{i,j}$. Let $p_{i,j-m}$ be the first valid point on the left of $p_{i,j}$. A left corner point should satisfy either

$$
m > \tau_2 \text{ or } \lambda_{i,j-m} - \lambda_{i,j} > \tau_3. 
$$

(2)

$\tau_2$ and $\tau_3$ are two pre-set thresholds. Similarly, a right corner point needs to satisfy either

$$
n > \tau_2 \text{ or } \lambda_{i,j} - \lambda_{i,j+n} > \tau_3, 
$$

(3)

where $n$ is defined such $p_{i,j+n}$ is the first valid point to the right in scan row $i$. In our system, $\tau_2 = 5, \tau_3 = 0.5m$.

2) **Single corner points** (cf. Fig. 2(c)): Describes a pole-like object like a trunk or a telegraph pole. Single corner points must satisfy both

$$
\lambda_{i,j} - \lambda_{i,j-m} > \tau_3 \text{ and } \lambda_{i,j} - \lambda_{i,j+n} > \tau_3. 
$$

(4)

The adjacent points are ignored and will not be used to compose the feature.

3) **Normal corner points** (cf. Fig. 2(d)): Normal corner points are the most common corner points. When a laser beam scans a building, it may scan two adjacent, non-parallel surfaces. The points at the intersection of the two surfaces would be identified as normal corner points. They satisfy the constraint

$$
\psi_i(p_{i,j}, o = 2) < \tau_4. 
$$

(5)

We additionally request at least three of the five points to the left and the right of the candidate normal corner point to be sufficiently smooth. This can be verified using the condition

$$
\psi_i(p_{i,j+k}, o = 1) \geq \tau_5, \text{ } k = \pm\{1, 2, \ldots, 5\}. 
$$

(6)

In our system, $\tau_4 = 134^\circ$ and $\tau_5 = 143^\circ$.

Remaining points that have not been classified as corner or ground points are marked as normal surfel points. We call such points *surfels* and aggregate them by means of a clustering strategy.

---

1 valid means the depth of the point is within a tolerated minimum and maximum depth.

---

**D. Line and Surfel Aggregation**

We again use the lattice grids to further divide 3D points into cells for fast and precise aggregation of points into higher-level features. This is done sequentially for lines and surfels. Every layer in the point cloud is divided into $x$ angular bins (referred to here as cells), which are marked as empty or occupied depending on whether or not they contain a point of a particular type. Occupied cells at the same angular index are then aggregated from adjacent layers if certain compatibility conditions are met (cf. Algorithm 2 and 1). For lines and normal as well as ground surfel points, we use 180, 72, and 36 cells in each scan row. Define $G_{i,j}$ to be the $j_{th}$ bin in the $i_{th}$ layer.

**Algorithm 1 Surfel Aggregation**

**Input:** marked surfel points

**Output:** surfel feature

step1: For the cell $G_{i,j}$ that contains the corner point and its adjacent cell $G_{i+1,j}$, verify that the total number of points in these two cells is greater than 4.

step2: Randomly select a point $p_1$ from $G_{i,j}$. Select the first point $p_2$ and the last point $p_3$ in $G_{i+1,j}$. Calculate the unit normal vector $n$ of the plane composed of these three points.

step3: Select the first point $p_4$ and the last point $p_5$ in $G_{i,j}$. $v_1$ is the unit vector from $p_2$ to $p_4$. $v_2$ is the unit vector from $p_3$ to $p_5$.

step4: If $|\cos(n^Tv_1)| < \tau_1$ and $|\cos(n^Tv_2)| < \tau_1$. The points in $G_{i,j}$ $G_{i+1,j}$ can form a surfel.

step5: The points are fitted into a surfel by [28].

---

**Algorithm 2 Line Aggregation**

**Input:** marked line corner points

**Output:** line feature

step1: Find the cell $G_{i,j}$ where the corner point $p_1$ is located and the cells $G_{i+m,j+n}$ near it ($m = -1, 0, 1, n = -1, 0, 1$). Save $p_1$ into $S$.

step2: Select two same type points $p_1$ and $p_2$ from $G_{i,j}$ and $G_{i+m,j+n}$, respectively, and calculate the depth difference between $p_1$ and $p_2$. If the depth difference is small enough, add $p_2$ to the set $S$.

step3: Continue searching for points of the same type that meet the depth difference requirement and each time add those points to $S$.

step4: The points in $S$ are fitted into a line by [13].

We cluster marked points into four types of lines (left line, right line, single line and normal line) and two types of surfels (normal surfel and ground surfel) according to the original point corner types.

---

**III. MAP GENERATOR**

As we perform a map-based localization, the quality of the global map is crucial for the localization accuracy. We therefore use a dedicated vehicle which equipped with
a high-class XW-GI5651 inertial navigation system (INS), an RTK system, a 32-layer and two 16-layer Robosense LiDARs, and a set of encoders. Such a well-equipped vehicle can provide a highly accurate point-cloud map. We use the same method as in Section II to get the line and surfel features in the global map.

IV. Feature Tracker

To fuse a new frame $F_k$ into the sliding window $W_{k-1}$, we need to associate same-type features according their spatial distance and type. Let $l^w_i = (c^w_i, n^w_i, s^w_i)$ be the $i$-th features of the sliding window, where $c^w_i$ is the center point of feature $l^w_i$, $n^w_i$ is the corresponding normal, and $s^w_i$ is the feature type. Accordingly, the $j$-th features of the current frame $F_k$ are represented by $l^k_j$. Let the sliding window frame $W_{k-1}$ coincide with the frame $F_{k-1}$. For a new frame $F_k$, the IMU provides the relative pose from $F_k$ to $F_{k-1}$ (and thus $W_{k-1}$). Let $R_{k,k-1}$ and $t_{k,k-1}$ denote the rotation and translation from $W_{k-1}$ to $F_k$, respectively.

For each feature $l^k_j$ in the current frame, we first find its 10 nearest neighbors $N(l^k_j)$ within the sliding window and according to their spatial distance. The matching score to the $j$-th feature within $N(l^k_j)\}$ is given by:

$$m_{i,j} = I(s^w_i, s^k_j) g(R_{k,k-1} n^w_i, n^k_j) \exp^{-||R_{k,k-1} c^w_i + t_{k,k-1} - c^k_j||^2}$$

where $I()$ is an indicator function for same feature type (if $s^w_i = s^k_j$, then $I(s^w_i, s^k_j) = 1$, else $I(s^w_i, s^k_j) = 0$), $g()$ expresses normal vector deviations. In our system, $g(n_1, n_2) = |n_1^T n_2|$.

We find feature matches by maximizing

$$j^* = \arg \max_{j \in N(l^k_j)} \{m_{i,j}\},$$

and checking that $m_{i,j^*} > \tau_b$, $\tau_b = 0.9$ in our system.

Further matches between the current frame and the global map are found by a similar strategy. An example matching result is shown in Fig. 3(a) and Fig. 3(b).

V. SRIF Solver

The pose optimizer is implemented as a sliding window filter. The filter’s state is defined as:

$$x_k = [x^k_1, \cdots, x^k_n]$$

where $n$ is the length of the window, and $x^k_i$ is the $i$-th frame’s status in the sliding window given by

$$x^k_i = [q^k_{wi}, p^k_{wi}, v^k_{w}, b^1_k, b^2_k].$$

$q^k_{wi}$ and $p^k_{wi}$ are the absolute pose in the world frame predicted by the IMU; $v^k_{w}$ is the frame’s velocity vector; and $b^1_k$ and $b^2_k$ represent the gyroscope and accelerometer biases.

Upon each newly added keyframe $k$, the objective of the solver is to minimize the cost function $\mathcal{C}_k$:

$$\mathcal{C}_k = \mathcal{C}_{k-1} + \mathcal{C}_u + \mathcal{C}_f,$$

where $\mathcal{C}_{k-1}$ is the cost term of the prior frame, $\mathcal{C}_u$ represents the loss with respect to the IMU pre-integration term, and $\mathcal{C}_f$ represents the registration error of the LiDAR features in the slide window $W_k$. The prior cost term is formulated as:

$$\mathcal{C}_{k-1}(x_{k-1}) = \frac{1}{2}||I_{k-1} x_{k-1} - r_{k-1}||^2,$$

where $I_{k-1}$ and $r_{k-1}$ are the prior upper-triangular information filter matrices and the corresponding residuals, respectively. $x_{k-1}$ in turn represents the error representation of the last state. Our solver is an extension of SRIF. For details one the propagation and marginalization steps, the reader is kindly referred to [27].

The update is completed by stacking all Jacobians and residuals from different sensor sources. We thereby construct an overdetermined constraint function $\mathcal{C}_k$ of all states within the sliding window.

**Residuals:** As outlined in Sec II, we extract both line and surfel features from LiDAR point clouds, which hence serve to construct $\mathcal{C}_f$. For two corresponding line features, let $p^j_{obs}$ be the $j$-th point measured on the detected line in the laser scan. Let $p^0_m$ and $p^1_m$ furthermore be any two points on the corresponding line from the global map. $d_j$ represents the distance error between the observation and the landmark, and it is given by

$$d_j = \sum_{j=1}^N h_0(||e^0_j \times e^1_j||),$$

where

$$e^0_j = p^0_m - p^j_{obs}, \quad e^1_j = p^1_m - p^j_{obs}, \quad \ell = p^0_m - p^1_m,$$

and $N$ is the number of points on the line.

The derivation for corresponding plane residuals is similar. Let $p^0_{obs}$ be the $j$-th point observation on the corresponding plane in the sliding window. Let $p^0_m, p^1_m, p^2_m$ be three points on the plane in the map. The distance $d_p$ between the two planes is then given as

$$d_p = \sum_{j=1}^N h_1(\ell \cdot e_n),$$

where $e_n = \frac{e_0 \times e_1}{||e_0 \times e_1||}.$

Functions $h_\alpha(\cdot)$ denote robust Huber norms replacing the $L_2$-norm.
VI. EXPERIMENTS

Our test platform is the delivery vehicle in Fig. 4 equipped with a low-cost MTI-3 MEMS IMU, and a 16-layer Robosense LiDAR. All experiments are conducted on this platform, which has already evolved into a commercial product. The average speed of the vehicle is about 2.5m/s. We compare our solution against the state-of-the-art LOAM [31] algorithm, for which the implementation is open source. For the sake of a fair comparison, we also give LOAM a high-quality prior global map, which is built by the LOAM mapping back-end with fixed ground truth poses. During the localization, both our method and LOAM perform pure localization. Our experiments are divided into three parts:

1) Drift Test: In order to test the robustness of our LiDAR-IMU fusion framework, we conduct an indoor drift test on a special chassis-only car equipped with a 16-layer LiDAR, an IMU, wheel odometers, and a drift controller device (Fig. 5(a)). We choose an indoor environment with a polished ground surface that easily causes drift. We test several controlled behaviours including a donut-circle trajectory, an 8-figure path, and a side-ways drift upon a sudden brake. The top-right sub-figure in Fig. 5(b) shows the car’s complete trajectory in the horizontal plane containing more than 20 continuous circles and multiple side-drift manoeuvres. The bottom right figure in Fig. 5(b) shows the estimated linear velocity of the wheel odometry sensor as well as our method. Initially, our estimated velocity is similar to the one returned by the encoder. However, after about 135s, the car starts to drift and linear velocities generally become much larger. The encoder however fails and returns very small velocities. The favourable behavior of our algorithm under drift is also introduced in our supplementary video file. Note that we do not compare against LOAM here, because the quality of the IMU priors under high-speed rotational motion degrades, thus affecting the effectiveness of the motion compensation. As a result, the point-level feature associations in LOAM become unstable, and tracking fails. As indicated by the smoothness of our result, our algorithm in turn maintains stable and accurate tracking throughout the entire sequence.

2) Occlusion Test: In our next experiment, we validate the robustness of our localization framework against occlusions. Note that this and further experiments use the UGV in Fig. 4. The occlusion test analyses several different situations, one example scenario being illustrated in Fig. 6. The left sub-figure shows an image captured during navigation. The right sub-figure depicts the occluded scene features. The first and second row show the original and current observations. In the latter view, a parked vehicle occludes the original features and produces new features that cannot be registered to the map. Point-level associations as
used in LOAM may easily generate wrong correspondences in such situations, which will impact on the localization accuracy. The proposed method however stays robust as it may for example not detect any features in the bounding boxes, and thus simply omit the addition of constraints for this part of the observations. Fig 7 shows the trajectory errors of both LOAM and our method. The scene obstructions occur between 200s -220s, where LOAM starts to produce a lot of drift. The impact of occlusions onto our method is much smaller. As can be observed in Fig. 7, the translation error only presents small fluctuations.

3) Trajectory Accuracy and Smoothness: In this experiment, the UGV runs in an industrial park. Fig. 8 shows the vehicle pose errors compared against ground truth. The latter is generated by a well-equipped vehicle as mentioned in Sec III. As can be observed, our algorithm produces better and more stable performance than LOAM, especially in terms of the vehicle position. Table I shows the corresponding absolute mean errors and their standard deviation, illustrating the substantial improvement over the reference implementation.

Besides pose accuracy, we also evaluate the smoothness of the estimated trajectories, which is an important factor for the planning, navigation and control (PNC) modules further down-stream. To evaluate trajectory smoothness, we fit third-order curves $C$ to trajectory segments and calculate the root mean square trajectory error (RMSE) $\delta p(t) = \|p(t) - C(t)\|$ between estimated positions and the positions along the fitted curves. The detailed statistical analysis of our LiDAR-IMU fusion algorithm and LOAM is shown in Table II. The best results are each time presented in bold. The smoothness is evaluated on datasets captured in three different environments: an outdoor road, a campus, and a warehouse. In each environment, the vehicle navigates for more than 12h and 100km. On each dataset, accuracy denotes the RMSE between estimated and ground truth trajectories, max deviation denotes the maximum position error, and smoothness and max jerk are the above-mentioned errors between our estimated trajectories and the fitted, third-order curves $C$. As can be can observed, our algorithm not only provides higher accuracy but also produces smoother trajectories. All results including further tests on a large passenger vehicle exerting high-speed forward motion can be found in the supplementary video file.

4) Computational efficiency: It is worth highlighting that our algorithm is a relatively light-weight framework. We only retain the stably tracked features from LiDAR point-clouds (normally less than 20 line features and 30 plane feature per scan) within the sliding window rather than running ICP over entire feature point clouds with thousands of points. Table II shows a performance analysis on an i7 CPU. The average CPU load for our multi-sensor fusion framework is only 70%, compared to 170% for LOAM.

VII. CONCLUSION

We have proposed a systematic solution to tightly-coupled fusion of LiDAR and IMU signals obtaining robust and precise localization performance for autonomous vehicles. The fusion framework performs well in various challenging cases, including urban canyons, indoor or GPS-denied areas. Accuracy and robustness are generally very good, and our solution has a good ability to handle partially changed environments. The performance of our localization framework is put to an ultimate test by applying it to aggressive and highly dynamic indoor trajectories captured by a drifting vehicle. Our method has been deployed on a real autonomous delivery vehicle for package delivery services, where it meets application requirements despite a low-cost sensor suite and challenging real-world environments.

![Fig. 8. Pose error comparison of our LiDAR-IMU solution and LOAM [31].](attachment:image.png)

**TABLE I**

<table>
<thead>
<tr>
<th>Datasets</th>
<th>LOAM [31]</th>
<th>LiDAR + IMU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road</td>
<td>Accuracy</td>
<td>0.1371</td>
</tr>
<tr>
<td></td>
<td>Max deviation</td>
<td>0.2399</td>
</tr>
<tr>
<td></td>
<td>Smoothness</td>
<td>0.0095</td>
</tr>
<tr>
<td></td>
<td>Max jerk</td>
<td>0.1352</td>
</tr>
<tr>
<td>Campus</td>
<td>Accuracy</td>
<td>0.1226</td>
</tr>
<tr>
<td></td>
<td>Max deviation</td>
<td>0.2685</td>
</tr>
<tr>
<td></td>
<td>Smoothness</td>
<td>0.0125</td>
</tr>
<tr>
<td></td>
<td>Max jerk</td>
<td>0.0529</td>
</tr>
<tr>
<td>Warehouse</td>
<td>Accuracy</td>
<td>0.1581</td>
</tr>
<tr>
<td></td>
<td>Max deviation</td>
<td>0.3625</td>
</tr>
<tr>
<td></td>
<td>Smoothness</td>
<td>0.0232</td>
</tr>
<tr>
<td></td>
<td>Max jerk</td>
<td>0.0982</td>
</tr>
<tr>
<td>Perf.</td>
<td>Average (core)</td>
<td>170%</td>
</tr>
<tr>
<td></td>
<td>Peak (core)</td>
<td>220%</td>
</tr>
</tbody>
</table>

**TABLE II**

**Statistical comparison against the modified LOAM system.** The table illustrates the accuracy and smoothness of estimates in different scenes as well as computational resource consumption.